Optimal Clustering Using Modified Fuzzy C-Means Clustering Algorithm
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Abstract. Fuzzy clustering has been widely studied and applied in a variety of applications and areas. In hard clustering, data is divided into distinct clusters, where each data element belongs to exactly one cluster. In fuzzy clustering, data elements can belong to more than one cluster, and associated with each element is a set of membership levels. These indicate the strength of the association between that data element and a particular cluster. Fuzzy clustering is a process of assigning these membership levels, and then using them to assign data elements to one or more clusters. The investigation is needed to reveal whether the optimal number of clusters can be found on the run based on the cluster quality measure. The silhouette coefficient is the one of measure used to measure the quality of clusters. In the practical scenario, it is very difficult to fix the number of clusters in advance. In this paper we propose an optimal clustering of data with modified Fuzzy C-Means algorithm. The proposed method works for both the cases i.e. for known number of clusters in advance as well as unknown number of clusters. The user has the flexibility either to fix the number of clusters or input the minimum number (K=2) of clusters required. In the former case it works same as Fuzzy C-means algorithm. In the latter case the algorithm computes the quality of clusters for each set of clusters. The process is repeated by incrementing the cluster counter by one in each iteration until it satisfies the validity of cluster quality. It is observed that the modified Fuzzy C-means algorithm produces quality clusters compared to the Fuzzy C-means clustering. It assigns the data point to their appropriate class or cluster more effectively.
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INTRODUCTION

A fundamental problem that frequently arises in a great variety of fields such as data mining and knowledge discovery, and pattern classification is the clustering problem [1]. Nowadays, there is an urgent need for good quality clustering algorithms to address the huge amount of data. The quality of information play a very crucial role in decision making of policy has attracted a great deal of attention in the information industry and in society as a whole. There is very large amount of data availability in real world and it is very difficult to excess the useful information from this huge database and provide the information to which it is needed within time limit and in required pattern. So data mining
is the tool for extracting the information from huge database and present it in the form in which it is needed for each specific task. The use of data mining is very vast. Clustering is the one of the most commonly used data mining technique. Cluster analysis of data is an important task in knowledge discovery and data mining. Cluster analysis aims to group data on the basis of similarities and dissimilarities among the data elements. In classical cluster analysis, these classes are required to form a partition of data such that the degree of association is strong for data within blocks of partition and weak for data in different blocks [2]. It is very helpful in application like to know the trend of market, fraud detection, and shopping pattern of customers, production control and science exploration etc. The process can be performed in a supervised, semi-supervised or unsupervised manner [3]. Different algorithms have been proposed which take into account the nature of the data and the input parameters in order to cluster the data [4].

There are many fuzzy clustering methods being introduced [5]. Fuzzy C-means clustering algorithm is one of the most important and popular fuzzy clustering algorithms. At present, the FCM algorithm has been extensively used in feature analysis, pattern recognition, image processing, classifier design, etc. [6][7]. The FCM is based on hard c-means (HCM) and has been constructed by fuzzification of HCM. Some FCMs are used in the field of clustering. Each FCM corresponds with the way to fuzzify the HCM. FCMs are pointed out that it is difficult to classify data with nonlinear borders because conventional FCMs use squared distance between each datum and each cluster center for their dissimilarity.

**PRELIMINARIES**

Fuzzy Logic (FL) was initiated in 1965 [8, 9], by Lotfi A. Zadeh, professor for computer science at the University of California in Berkeley. FL techniques have been used in image-understanding applications such as detection of edges, feature extraction, classification, and clustering. Fuzzy logic poses the ability to mimic the human mind to effectively employ modes of reasoning that are approximate rather than exact. In soft computing, tolerance and impression are explored in decision making. The exploration of the tolerance for imprecision and uncertainty underlies the remarkable human ability to understand distorted speech, decipher sloppy handwriting, comprehend distinctions of natural language, summarize text, recognize and classify images. **Fuzzy c-means (FCM)** is a data clustering technique wherein each data point belongs to a cluster to some degree that is specified by a membership grade. The FCM algorithm was proposed by Dunn in 1974, and then was improved and extended by Bezdek later in 1981[1]. This technique was originally introduced by Jim Bezdek as an improvement on earlier clustering methods. It provides a method that shows how to group data points that populate some multidimensional space into a specific number of different clusters.

In fuzzy clustering, data elements can belong to more than one cluster, and associated with each element is a set of membership levels. These indicate the strength of the association between that data element and a particular cluster. Fuzzy clustering is a process of assigning these membership levels, and then using them to assign data elements to one or more clusters. One of the most widely used fuzzy clustering algorithms is the Fuzzy C-Means Algorithm [1]. The FCM algorithm attempts to partition a finite collection of n elements X={X1,…..Xn} into a collection of c fuzzy clusters with respect to some given criterion. The Fuzzy C-Means is sensitive to initial conditions and the
algorithm usually leads to local minimum results. The global Fuzzy C-Means clustering algorithm (GFCM) which is an incremental approach to clustering and it does not depend on any initial conditions and the better clustering results are obtained through a deterministic global search procedure [10]. The effective clustering can be formed with the selection of best m value and the membership function [11].

FCM starts with an initial guess for the cluster centres, which are intended to mark the mean location of each cluster. The initial guess for these cluster centres is most likely incorrect. Additionally, FCM assigns every data point a membership grade for each cluster. By iteratively updating the cluster centres and the membership grades for each data point, FCM iteratively moves the cluster centres to the right location within a data set. This iteration is based on minimizing an objective function that represents the distance from any given data point to a cluster centre weighted by that data point’s membership grade.

**Membership Matrix U (partition matrix)**

In this subsection, the data for clustering and the membership by which the each datum belong to the each cluster are defined. The data set \( X = X_1, X_2 \ldots X_N \) is given. The membership by which \( X_i \) belongs to cluster \( j \) is denoted by \( N \times C \) matrix \( u \) with elements \( U_{ij} (i \in \{1 \ldots N\}, j \in \{1 \ldots C\}) \). The constraint for \( U \) is: \( \sum_{j=1}^{C} U_{ij} = 1 \)

**FUZZY C-MEANS CLUSTERING**

The algorithm is based on the assumption that the desired number of cluster \( c \) is given and in addition, a particular distance, a real number \( m (1, \infty) \), and a small positive number \( \varepsilon \), serving as a stopping criterion, are chosen.

**Fuzzy C-Means Algorithm:** The algorithm for partitioning, where each cluster’s center is represented by mean value of objects in the cluster.

**Input:** \( k \): the number of clusters. \( D \): a data set containing \( n \) objects. \( M=2 \).

**Output:** A set of \( k \) clusters.

**Method:**

Algorithm steps:

1. Initialize \( U = [U_{ij}] \) matrix, \( U(0) \)
2. At k-step calculated the centers vectors \( C^{(k)} = [C_j] \)

\[
C_i = \frac{\sum_{i=1}^{N} U_{ij} X_i}{\sum_{i=1}^{N} U_{ij}^m}
\]

3. Update \( U^{(k)} \), \( U^{(k+1)} \)
One of the main disadvantages of Fuzzy C-Means is the fact that you must specify the number of clusters as an input to the algorithm. As designed, the algorithm is not capable of determining the appropriate number of clusters and depends upon the user to identify this in advance.

MODIFIED FUZZY C-MEANS CLUSTERING

The Fuzzy C-Means algorithm finds the predefined number of clusters. In the practical scenario, it is very much essential to find the number of clusters for unknown dataset on the runtime. The fixing of number of clusters may lead to poor quality clustering. The proposed method finds the number of clusters on the run based on the cluster quality output. This method works for both the cases i.e. for known number of clusters in advance as well as unknown number of clusters. The user has the flexibility either to fix the number of clusters or by inputting the minimum number of clusters required. In the former case it works same as Fuzzy C-Means algorithm. In the latter case the algorithm computes the new clusters by incrementing the cluster counter by one in each iteration until it satisfies the validity of cluster quality threshold. The modified algorithm is as follows:

**Input:**
k: number of clusters (for dynamic clustering initialize k=2)

Fixed number of clusters = yes or no (Boolean).

D: a data set containing n objects. m=2, ε=0.001.

**Output:** A set of k clusters.

**Method:**
1. A) For unknown number of clusters -- Initialize K=2.
   B) For the fixed number of clusters - Take the input K from the user.
   Boolean: fixed_number_of_clusters= yes or No.
2. If fixed_number_of_clusters=yes then repeat step 4 to 7 and go to step 10
3. Else Repeat the steps 4 to 7 for k and k+1
4. Initialize U=[Uij] matrix, U(0).
5. At k-step calculated the centers vectors C(k)=[Cj]

\[
C_i = \frac{\sum_{j=1}^{N} U_{ij} x_i}{\sum_{j=1}^{N} U_{ij}} \quad (1)
\]

6. Update U(k), U(k+1)

\[
U_{ij} = \frac{1}{\sum_{k=1}^{C} \| x_i - c_{ik} \|^\frac{2}{m-1}} \quad (2)
\]

7. If \( \| U^{(k+1)} - U^{(k)} \| < \varepsilon \) then stop, otherwise return to step 5
8. Compute silhouette coefficient\(k\) and silhouette coefficient\((k+1)\) from Eq.6
9. If silhouette coefficient\(k\) < silhouette coefficient\((k+1)\)
    Then \(k = k + 1\) go to step 4 else return optimal clusters \((k)\) and go to step 10.
10. STOP

Algorithm: Optimal clustering of data with modified Fuzzy C-Means Algorithm

The silhouette coefficients is intrinsic method to assess the clustering quality [1]. The quality of clustering is evaluated using Silhouette coefficient. Silhouette of object \(O_j\) determines how much \(O_j\) belongs to its cluster. The coefficient value is in between -1 and 1. Calculate \(a(O)\) as the average distance between \(O\) and all other objects in the cluster to which \(O\) belongs. Similarly, \(b(O)\) is the minimum average distance from \(O\) to all clusters to which \(O\) does not belong.

Formally, suppose \(O \in C_i (1 \leq i \leq k)\) then

\[
a(O) = \frac{\sum_{o \in C_i \neq o} \text{dist}(o,o')}{|C_i| - 1} \tag{4}
\]

And

\[
b(O) = \min_{1 \leq j \leq k, j \neq i} \left\{ \frac{\sum_{o \in C_j \neq o} \text{dist}(o,o')}{|C_j|} \right\} \tag{5}
\]

The silhouette coefficient of \(O\) is then defined as

\[
S(O) = \frac{b(O) - a(O)}{\max\{a(O), b(O)\}} \tag{6}
\]

Therefore, when the silhouette coefficient value of \(O\) approaches 1, the cluster containing \(O\) is compact and \(O\) is far away from other clusters, which is the preferable case. To measure a cluster’s fitness within a clustering, we can compute the average silhouette coefficient value of all objects in the cluster. To measure the quality of a clustering, we can use the average silhouette coefficient value of all objects in the data set.

<table>
<thead>
<tr>
<th>Silhouette Coefficient</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.71 – 1</td>
<td>Strong cluster</td>
</tr>
<tr>
<td>0.51 – 0.7</td>
<td>Reasonable cluster</td>
</tr>
<tr>
<td>0.26 – 0.5</td>
<td>Weak or artificial cluster</td>
</tr>
<tr>
<td>(\leq 0.25)</td>
<td>No cluster found</td>
</tr>
</tbody>
</table>

[Source: Efficient and Effective Clustering Methods for Spatial Data Mining - Raymond T. Ng, Jiawei Han]

**EXPERIMENTAL RESULTS AND ANALYSIS**

In this section, in order to verify the effectiveness of the proposed algorithm, we take some random numbers of 300, 500, 1000 and 2000 data points. The experimental results show that the proposed method outperforms basic Fuzzy C-Means algorithm in quality and optimality for the unknown data set. The experiment is conducted on synthetic data.
set. The new algorithm works for fixed number of clusters as well as unknown number of clusters.

Table 1: Experimental Results

<table>
<thead>
<tr>
<th>Data points</th>
<th>No. of clusters (FCM)</th>
<th>No. of clusters (OFCM)</th>
<th>Silhouette coefficient (FCM)</th>
<th>Silhouette coefficient (OFCM)</th>
<th>Time Taken (Sec.) (FCM)</th>
<th>Time Taken (Sec.) (OFCM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300(Figure 1)</td>
<td>5</td>
<td>2</td>
<td>0.7281</td>
<td>0.8150</td>
<td>0.007799</td>
<td>0.074820</td>
</tr>
<tr>
<td>500(Figure 2)</td>
<td>4</td>
<td>3</td>
<td>0.7334</td>
<td>0.7966</td>
<td>0.010389</td>
<td>0.016548</td>
</tr>
<tr>
<td>1000(Figure 3)</td>
<td>7</td>
<td>2</td>
<td>0.7238</td>
<td>0.7986</td>
<td>0.026259</td>
<td>0.029370</td>
</tr>
<tr>
<td>2000(Figure 4)</td>
<td>3</td>
<td>5</td>
<td>0.7324</td>
<td>0.7919</td>
<td>0.113786</td>
<td>0.119178</td>
</tr>
</tbody>
</table>

The above experimental results on synthetic data show that the proposed method gives optimal number of clusters for the unknown data set. It is also observed that the time taken in the proposed method is almost same as Fuzzy C-Means algorithm for smaller data set. The algorithm is developed and tested for efficiency of different data points in MATLAB. The algorithm takes more computational time compared to the Fuzzy C-Means algorithm for large dataset in some cases. The algorithm works same as Fuzzy C-Means for the fixed number of clusters. For the unknown data set it starts with the minimum number of cluster given by the user and after the completion of every set of
iteration, the algorithm checks for efficiency and it repeats by incrementing the number of cluster by 1 until it reaches the termination condition.

CONCLUSION

Fuzzy C-Means is one of the algorithms for clustering based on optimizing an objective function and sensitive to initial conditions. This paper proposed an improved data clustering for the unknown nature of data set. The algorithm works well for the unknown data set with better results than the basic Fuzzy C-Means clustering. The Fuzzy C-Means algorithm is well known for its simplicity and the modification is done in the proposed method with retention of simplicity. The Fuzzy C-Means algorithm takes number of clusters (K) as input from the user. The major problem in any clustering algorithm is fixing the number of clusters in advance. In the practical scenario, it is very difficult to fix the number of cluster in advance. If the fixed number of cluster is very small then there is a chance of putting dissimilar objects into same group and suppose the number of fixed cluster is large, and then the more similar objects will be put into different groups. The proposed algorithm will overcome this problem by finding the optimal number of clusters on the run. The main drawback of the proposed approach is that it takes more computational time than the Fuzzy C-Means for larger data sets. Future work can focus on how to reduce the time complexity without compromising cluster quality and optimality. More experiments will be conducted with natural datasets with different features.
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