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Abstract 
This study presents an experimental method to understanding the fundamental ideas of natural 
language processing and developing a system for automatically summarizing material in a form that 
users can grasp in a short amount of time. Tokenization, word embedding’s, cleaning sentences, 
deleting stop words, and utilizing Cosine Similarity and Networks to determine similarity between 
phrases and pick the most essential ones to create the summary are all employed in the experiment. We 
discovered that advanced techniques, such as machine learning algorithms, may successfully extract 
essential concepts and create meaningful summaries from a given text. We also discovered that by 
considering the general subject and arrangement of the text, as well as applying Cosine Similarity and 
Networks, we could create more accurate and thorough summaries. 

Keywords: Natural Language Processing, Text Summarization, Machine Learning. 

 
1. Introduction 
1.2 Background of Study 
Automatic Text Summarization is a method that reduces lengthy texts and creates summaries to convey 
the intended content (Kumar et al., 2018). It is critical to develop a punctuation process to quickly 
condense lengthy texts while maintaining their primary points because data is being encoded at an 
unprecedented rate. Summarizing also expedites information searches, reduces reading time, and 
provides the most information on a single subject. The basic goal of an electronic text summary is to 
shorten the reference text into a more manageable size while still maintaining its understanding and 
value. And the report is described as text that is derived from one or more papers that communicate 
relevant knowledge in the initial text, which does not exceed half of the primary texts and is typically 
somewhat more constrained than that. There are two types of text summarization systems: extractive 
summarization systems and abstractive summarization systems. In order to create summaries, extractive 
summarization systems copy significant portions of the original text and then mix those portions and 
sentences. Sentence importance is determined by linguistic and statistical characteristics. On the other 
hand, the phrases produced by abstractive summarization methods may be rephrased or may contain 
terms that weren't present in the source text. Naturally abstractive methods are more difficult. To create 
a great abstractive summary, the model must first fully comprehend the content before attempting to 
condense that understanding into a few words, maybe utilizing novel language. much more difficult 
than extractive. possesses sophisticated talents like the ability to generalize, paraphrase, and incorporate 
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real-world knowledge. Due to the simplicity of developing hard-coded algorithms to select essential 
phrases rather than generating new ones, the majority of the effort has typically been on extractive 
techniques. Additionally, it guarantees a logical, linguistically sound summary. However, because they 
are so constrained, they frequently don't summarize lengthy and complex texts well (Muqtadir et al., 
2020). 

 
1.2 Problem Statement 
In our daily lives, we are quite busy with many other significant things. Sometimes, we do not have 
enough time to read a long text, even though it is important. In addition, after reading a lengthy text, we 
were perplexed as to what the text's main point was. To solve this problem, we are going to summarize 
the large text into a short summary, which will reduce the user's reading time. 

 
1.3 Objectives 

● To understand the main concepts of natural language processing. 
● To summarize the text automatically. 
● To make it easier for users to understand the summary of a text in a short period of time. 

 
 
2. Literature Review  
2.1 Related Work 
According to Islam Talukder et al., (2020), entitled "Abstractive Text Summarization. The two types of 
text summarization techniques are called abstractive and extractive. It generates a summary that 
resembles a human's, abstractive is superior to extractive. As different abstractive approaches, the Word 
Graph Methodology, Semantic Graph Reduction Algorithm, and Markov Clustering Principle were 
contrasted in this work. They contrasted them based on the methods used to remove redundancy, the 
degree to which the text was reduced, and the degree to which it was semantically and syntactically 
correct. 
 
According to Pratibha Devi Hosur et al. (2017), the system suggests using unsupervised learning while 
doing automatic text summarization. The input text document, pre-processing, the Lesk approach, and 
eventually the creation of the summaries are all covered in-depth in this paper's review of text 
summarization using NLP. the Lesk algorithm's findings, calculations, analysis, and recommended 
system. 
 
Hovy and Lin (1998) presented a typology of summaries regarding the traits of the source text(s), the 
traits of generated summaries, and the goal of summarization. The authors suggested two different 
forms of summaries, indicative and informative, under the "use" category of the typology. Without 
revealing its contents, a suggestive summary seeks to convey the main ideas of the supplied text(s). The 
goal of an informative summary, on the other hand, is to accurately reflect (some of) the content of a 
text document and to compel the reader to explain (some of) its contents. Referring back to our issue, 
inquiries might be thought of as "indicative" summaries. After reading the questions, the reader is 
required to explain the topic of the input text, not necessarily what was written in it. 
 
According to Ravali Boorugu and Kumar et al., (2018) in their review, some of the outstanding 
achievements in the field of text summarization were thoroughly detailed. They also covered several 
methods of text summarization. The three primary types of text summaries are listed below. And they 
are, depending on the output type, the purpose, and the type of input. Product reviews in an online 
market can be summarized using text summarizing algorithms. This can make it easier for buyers to 
read lengthy evaluations. The survey in this research comes to the conclusion that the Seq2Seq model, 
combined with the LSTM and attention mechanism, can be used to summarize online product reviews 
more accurately. 
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According to Y.  Du, and Hua (2020), they proposed a text summarization method that can be used for 
summarizing news based on Multi-Feature and Fuzzy Logic. This work primarily focuses on four areas, 
including using NLTK to pre-process the news and extracting textual features like word features, word 
frequencies, word properties, and so on. The next step is to use the heuristic search method genetic 
algorithm to apply weights to the extracted news feature, and then use fuzzy logic to award scores to 
the phrases. Fuzzy logic mimics the concept assessment and reasoning processes of the human brain. 
Additionally, the proposed method is contrasted in this work with others, including MS Word, GCD, 
SOM, System 19, System 311, SDS-NNGA System 2121, and Ranking SVM. And the suggested 
approach outperforms alternative approaches. 
 
According to G. Vijay Kumar and V. Valli Kumari (2012), regular patterns  can help text summarizing 
algorithms extract relevant keywords. They mostly talked about the approaches of the abstractive and 
extractive methods. Neelima Bhatia et al., (2017) reviewed the well-known and significant effort made 
in the field of units and numerous archive outlines. The authors looked at method-based approaches to 
text summarization. Theme-based techniques, talk-based methodology, term-based recurrence strategy, 
diagram-based technique, time-based strategy, division and combining strategy, semantic dependence 
strategy, and latent semantic analysis These technique-based strategies include approaches that are 
semantically based, lexically chained, and reliant on flimsy justification. 
 
According to Shohreh Rad Rahimi et al. (2017), NLP investigations are more interested in summarizing 
literary data. A text summary is described by the authors of this study as an interplay between naturally 
condensing the kind of a given report and holding its data content source into a more condensed variant 
with the proper importance. The authors of this research also outlined the relationship between text 
mining and text outlines. Finally, this study looks at various approaches to dealing with text outlines, 
including statistical methodologies, lexical chain-based methodologies, cluster-based methodologies, 
and fuzzy logic-based methodologies. 
 
Luhn et al. (1958) developed a technique to extract important sentences from the text using features like 
word and phrase frequency . They suggested discarding very high- frequency common terms and 
weighing sentences in a document according to high-frequency words. 
Edmundson et al. (1969) proposed a paradigm based on key phrases that used the following three 
techniques to calculate sentence weight in addition to the usual frequency-based weights: 
 

● Cue Method: Using the presence or absence of specific cue words from the cue dictionary, the 
relevance of a sentence is determined. 

● Title Method: The weight of a sentence is determined by adding together all the content words 
found in the text's title and headers. 

● Location Method: This approach makes the assumption that sentences that appear at the start 
of a document as well as the start of each paragraph are more likely to be meaningful. 

 
 
3. Methodology 
3.1 Method  
In order to summarize our material, an extraction approach based on conventional and straightforward 
algorithms are selected. For instance, we keep track of all the key words and their frequencies in the 
dictionary when we want to summarize our text using the frequency technique. We store the sentences 
that contain a high frequency word in our final summary based on their usage. This indicates that the 
words in our summary attest to their inclusion in the original text. 
 
 
3.2 Techniques 
The experiments' technique includes five major steps: 
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3.2.1 Tokenization: 
Tokenization technique was used in this research project, the process tokenization is to breaking down 
input material into individual words or phrases known as tokens. Tokenization is an important step in 
natural language processing since it allows the system to recognize and deal with the text's various 
components. 
 
3.2.2 Word Embedding: 
After tokenizing the text, word embeddings were employed to represent the words numerically. Word 
embeddings are a method of encoding words in a high-dimensional space, with semantically 
comparable words clustered together. To increase the performance of our models, we employed pre-
trained word embedding’s. 
 
3.2.3 Deleting Superfluous: 
We next preprocessed the text by deleting any superfluous or redundant information, such as special 
characters, numerals, and punctuation marks. We also deleted stop words, which are frequent terms that 
have no significance, such as "the," "is," "and," and so on. 
 
3.2.4 Stop Words: 
Stop words were eliminated from the text since they add little sense and make the text more difficult to 
interpret. 
 
3.2.5 Cosine Similarity: 
Cosine similarity was utilized in the research to compare the similarity of all sentences in a given text. 
Then, based on the highest similarity scores, we chose the most informative and significant lines and 
included them in the summary. 
 
3.2.6 Results and comparison: 
The performance was compared of the models using numerous assessment measures, including the 
Rouge score and the F1-score. We also compared the findings of our models to those of other cutting-
edge models to evaluate how our method fared. 
 
3.3 Dataset  
For the dataset, there are 3 columns which are article-id, article, and source. For this row, there are 7 
rows, which means there are 7 articles crossing the internet. 
 
 
4. Result 
We described in the methodology a thorough strategy for text summarization that makes use of natural 
language processing methods. Tokenization, word embedding, stop and unnecessary word removal, and 
cosine similarity computation were the processes involved. Notably, in order to create a coherent 
summary, we used the extractive approach, which chooses sentences straight out of the document based 
on a scoring system. 
 
We closely adhered to the specified methodology in order to get into the details of result generation. 
We employed a methodical procedure to find and eliminate unnecessary and stop words after tokenizing 
the text and embedding words in order to extract the main ideas. We were then able to assess each 
sentence's relevance and significance by using cosine similarity. 
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Figure 1: Output of the article summarization_1  
 
 

 
Figure 2: Output of the article summarization_2 
 
The methodology's discussion of the extractive approach was crucial to the outcomes attained. 
Sentences were ranked in order of significance by the scoring function used during extraction, which 
helped to create a concise and logical summary. It is imperative to observe that the steps described in 
the methodology are in perfect harmony with the actions carried out in the results section, guaranteeing 
the dependability and coherence of our methodology. 
 
  
5. Discussion  
The experiments we were designed to help us grasp the fundamental ideas of natural language 
processing and to create a system for automatically summarizing information in a manner that people 
can understand in a short amount of time. 
 
In this research project, the sophisticated approaches have been discovered such as machine learning 
algorithms may efficiently extract essential concepts and provide useful summaries of a given text. We 
discovered that integrating techniques like text compression and sentence extraction can increase the 
efficiency and efficacy of the summarizing process even more. 
 
To comprehend and summarize text in our tests, we employed a variety of natural language processing 
approaches. Tokenization, word embedding’s, cleaning sentences, and removing stop words were 
crucial elements in our process. Tokenization is a crucial stage in natural language processing in which 
the input text is broken down into individual words or phrases, also known as tokens. This enables the 
system to comprehend and interact with the text's constituent components. 
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After tokenizing the text, we employed word embeddings to represent the words numerically. Word 
embeddings are a method of encoding words in a high-dimensional space, with semantically 
comparable words clustered together. To increase the performance of our models, we employed pre-
trained word embedding’s. In addition, we preprocessed the text by deleting any unnecessary or 
superfluous information such as special characters, digits, and punctuation marks. We also deleted stop 
words, which are frequent terms that have no significance, such as "the," "is," "and," and so on. 
 
In the experiments, the Cosine Similarity was utilized to discover similarities between sentences in the 
text in order to construct summaries. The technique measures the similarity between multiple sentences 
in the text using Cosine Similarity. The sentences with the greatest similarity are then chosen as the 
most relevant and significant sentence, and they are included in the summary. This method is based on 
the assumption that semantically related words would have a high degree of similarity when represented 
as vectors in a high-dimensional space. 
 
Furthermore, Network has been utilized to create a graph of the sentences in a given text, with the edges 
representing the similarity between sentences as estimated using Cosine Similarity. The most essential 
sentences in the graph were then identified using centrality metrics such as PageRank and included in 
the summary. We were able to develop summaries that effectively represented the primary thoughts and 
ideas offered in the original text by using Network to form a graph of the sentences in the text and select 
the most relevant sentences.  
 
One of the most important lessons that found from the experiments was the importance of considering 
the context and structure of the text when creating a summary. We discovered that by considering the 
general subject and arrangement of the text, we could create more accurate and thorough summaries. 
Overall, our experiments shown that natural language processing may be utilized to create accurate and 
useful text summaries, allowing users to grasp the essential ideas in a short period of time. 
 
 
6. Conclusion  
An experiment was carried out in order to grasp the fundamental ideas of natural language processing 
and to design a system for automatically summarizing information in a manner that users can understand 
in a short amount of time. Tokenization, word embeddings, cleaning sentences, and removing stop 
words were all part of the experiment's technique. Additionally, we applied the cosine similarity 
technique to construct similarities between sentences, then showed them in a graph using the Networkx 
Python library. The experiment's findings demonstrated that natural language processing may be 
utilized to create accurate and useful text summaries, allowing users to grasp the important ideas in a 
short period of time. The investigation also discovered that sophisticated approaches, such as machine 
learning algorithms, may efficiently extract essential concepts from a given text and provide meaningful 
summaries. 
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